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Diversity evaluation of generative models Estimating the number of modes in multi-modal 
distributions

Evaluation of generative models under multi-
modal distributions

What if the we know that the underlying distribution 
have multiple modes?

An entropy based approach:

Numerical Result: Synthetic and Real datasets
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Can we count the number of modes?

Close form expression of order-2 Renyi Kernel Entropy (RKE) for Gaussian Mixture 
model if the kernel bandwidth dominates the spectral norm (maximum eigenvalue) of 
the component-wise covariance matrices:

Can we measure number of common modes 
between dataset and generated data?

RRKE as the Number of Common Modes:

Close form expression of order ½ for Gaussian Mixture model:

FFHQ generated samples with different truncations

AFHQ generated samples with different 
truncations
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RKE Mode Count for StyleGAN samples on 
AFHQ and FFHQ varying with truncation factor

Numerical Result: Comparing sample complexity
Comparing convergence of Recall, Coverage, and RKE score on ImageNet 
dataset.

Which model can generate more modes?

Existing Metrics:
• Recall (Kynkäänniemi 2019)
• Coverage (Naeem 2020)
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Where KXY denotes the normalized cross kernel matrix and * denotes the nuclear 
norm, i.e. the sum of matrix’s singular values.
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Close form expression of order-2 Renyi Kernel Entropy (RKE) for Gaussian Mixture 
model if the kernel bandwidth dominates the spectral norm (maximum eigenvalue) of 
the component-wise covariance matrices:

Recall: 0.77, Coverage: 0.42 Recall: 0.74, Coverage: 0.42

Recall and Coverage can not count the number of 
modes.
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